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Abstract 
Owing to climate change, global warming, and contemporary droughts, 

temperature forecasting, as one of the most influential climatic parameters, 

produces a well-suited opportunity for executives to plan and provide the 

necessary preparations. The matter of time series forecasting of air 
temperature is one of the most intriguing issues in climate investigations. In 

this article, an intelligent hybrid model is presented to predict the time series 

of air temperature. This paper uses the idea of practicing the feature selection 
model based on the genetic algorithm (GA) to determine the input variables of 

the model and the high forecasting power of the neural network. The 

recommended model used the structure of the Autoregressive time series 
model. But, the problem of selecting the delay of the time series when they 

should be used in the model was done using genetic algorithm. Finally, the 

selected delays were used as input of the neural network model. The average 

monthly air temperature of Tabriz and Kermanshah stations throughout the 
statistical period 1980-2010 was used to assess the proposed model. The 

performance of the suggested model was compared with neural network 

models that do not use the feature selection method. The results corroborated 
the high accuracy of the developed model compared to the other models, 

indicating the significance of the problem of feature selection in predicting 

time series. 
Keywords: Air temperature, time series, artificial neural network, genetic 

algorithm, feature selection 

 

1- Introduction and literature review 
   Since climate has a huge influence on human social and individual life, several scientific centers 

around the world have started researching different climate issues. Climate weather forecasting is 
one of the most essential things that can be done in these centers. Many studies have been published 

on modeling atmospheric parameters using machine learning methods (Diez-Sierra and del Jesus, 

2020, Inyurt and Sekertekin, 2019). The role of maximum temperatures in increased evaporation and 
transpiration(Li et al., 2020a), declined surface and groundwater (Zhou et al., 2020), the spread of 

multiple diseases (Bein et al., 2019), forest fires (Eskandari et al., 2020), the process of melting 

                                                             

   
*
Corresponding author 

   ISSN: 1735-8272, Copyright c 2021 JISE. All rights reserved 

Journal of Industrial and Systems Engineering 

Vol. 13, No. 3, pp. 1-15 

Summer (July) 2021 
 

 

mailto:Kazemi_m_s@birjandut.ac.ir
mailto:saffarian@birjandut.ac.ir
mailto:babaiyan@birjandut.ac.ir


2 
 

glaciers (Javadinejad et al., 2020), and the experience of drought and water deficiency (Danandeh 
Mehr et al., 2020) in other areas is no secret to anyone. Temperature and precipitation are the most 

critical and basic climatic elements that play a striking part in determining the role and distribution 

of other climatic elements. Because temperature performs an essential role in climatic zoning and 

classification, oscillations and changes are also quite mattering. Significant shifts in global warming 
have been considered as the most crucial indications of climate change in the modern century. 

Various environmental issues such as floods(Hunt and Menon, 2020), storms (Denamiel et al., 

2020), aridities (Huo et al., 2013), over the extra proliferation of pests (Getahun, 2020), etc. all stem 
from climate change, particularly global warming. Meanwhile, the application of estimation and 

forecasting methods, if adequately accurate, can be beneficial in proper planning and management 

(Šváb et al., 2019, Sahoo et al., 2019, Leblanc, 2019, Kocharekar et al., 2019). Frequent methods of 
predicting climatic elements are based on the discussion of forecast maps based on data from the 

ground, satellite, and like stations. Extracting valuable information from the vast volume of these 

images by identifying and analyzing different entities in this data is challenging (Dev et al., 2016). 

High temperatures in road transport can further result in hazards and disasters, including the direct 
influence on the vehicle through the intense evaporation of gasoline and water in the vehicle (Keay 

and Simmonds, 2005). Weather forecasting uses non-linear and complex systems without a 

mathematical model. Because of the variability of the system over time, the usual predictive methods 
make the forecasting impossible. On the other hand, the value of weather forecasting in many areas, 

namely economic (Kolstad and Moore, 2020), military (Shabshab et al., 2019), agricultural affairs 

(Rosenzweig and Udry, 2019), etc., is apparent.  
   Nowadays, by developing sciences such as intelligent methods that are a potent and flexible tool, 

researchers are looking for methods beyond the usual ones to understand and predict critical 

meteorological parameters. For example, Mazurkiewicz et al. used a trained neural network to 

predict air parameters (Mazurkiewicz et al., 2019).  
   Artificial intelligence models, such as artificial neural networks (ANN), fuzzy logic, and genetic 

algorithms, have become a common theme of research in diverse fields today owing to their high 

capability in modeling complex engineering problems and nonlinear systems. There are numerous 
investigations in which the comparison of intelligent methods and statistical classical methods such 

as autoregressive integrated moving average (ARIMA), etc. in the modeling of prediction problems 

has been arranged and the result is higher accuracy of intelligent methods in predicting problems. 

For example, Praveen and Sharma used the ARIMA method to study climate diversity and its effects 
on crop production and predict its future (Praveen and Sharma, 2020). 

   One of the most prevalent intelligent models used in forecasting is artificial neural networks. This 

model has become the dominant approach in this field due to its high capability in obtaining 
multivariate nonlinear functions in problems that are affected by several different parameters in a 

complex and unknown way.  

   Jain used ANN to predict the temperature in the southern district of Georgia for the following one 
to twelve hours (Jain, 2003). Rehman and Mohandes revealed that neural networks can determine 

the solar radiation of Abha city of Saudi Arabia by the temperature and relative humidity of the 

statistical period 1998-2002 (Rehman and Mohandes, 2008). Senkal and Kuleli predicted solar 

radiation in Turkey using Resilient Back Propagation, Scaled Conjugate Gradient, sigmoid tangent 
transfer function in ANN and using the satellite data (Şenkal and Kuleli, 2009). Also in another 

study, weather observation data have been used as input parameters with the help of regression and 

ANN models for weather forecasting by Chen and Hu (Chen and Hu, 2019). Nezhad et al. predicted 
maximal temperature using neural network techniques (Nezhad et al., 2019). Where, 70% of the data 

were allocated in training and the rest for testing and validation. The aim of their study was to 

predict the maximum winter temperature in Tehran. The results of this research can be used in 
environmental planning such as pest and disease control, water resources management, ecological 

studies, etc. In south of Chile’s Atacama Desert, a method for temperature prediction using ANNs 

and meteorological time series data relevant to this zone has been proposed (Lazzús et al., 2020).    
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The results of RMSE, MAE and R show that the combined ANNs and GA method is a powerful 
method for forecasting. In another study, drought modeling and forecasting has been done in the 

southern part of Iran. For this study, 29-year temperature and precipitation data were used in 28 

synoptic stations in the southern part of Iran during the period 1908-2018. Modeling was performed 

using neural networks in MATLAB, and finally, drought-affected areas for the next 16 years were 
prioritized using the TOPSIS multivariate decision-making model(Sobhani and Zengir, 2020). Pita-

Díaz and Ortega-Gaucin examined the relationship between temperature and precipitation changes in 

the Mexican state of Zacatecas on global anomalies in the agricultural sector (Pita-Díaz and Ortega-
Gaucin, 2020). Asghari et al. used artificial neural networks to predict precipitation in Tabriz plain, 

in which the best model including of a leading network with six input groups, an output group, an 

intermediate layer, and the Levenberg–Marquardt algorithm was identified (ASGHARI et al., 2008). 
Yahya and Seker predicted future climate changes by designing and developing three ANN’s 

approaches, with the help of weather variables (Yahya and Seker, 2019). 

   The application of a new method of adaptive neuro-fuzzy inference system (ANFIS) to predict air 

temperature was investigated by Azad et al., which discussed the improvement of ANFIS when used 
with genetic algorithm (GA), particle swarm optimization (PSO), ant colony optimization for 

continuous domains (ACOR) and differential evolution (DE). For this purpose, three inputs of 

various variables have been selected to predict the minimum, average and maximum air temperature 
per month for 34 meteorological stations in Iran. Comparison of the proposed fuzzy models shows 

that ANFIS with GA has the best performance in predicting maximum temperature (Azad et al., 

2020). 
   Li et al. examined the ability of several machine learning methods based on linear regression 

analysis and decision tree-based methods to predict drought conditions in Northeast China (Li et al., 

2020b). Predictions were made at intervals of 3, 6, 12 and 24 months. Indices were used to predict 

short-term and long-term drought conditions. The prediction results were such that linear regression 
models provide better prediction results.  

   The following table summarizes the mentioned background. As you can see in Table 1, most 

studies have used the method of artificial neural networks in predicting atmospheric parameters, and 
rarely in their studies, combined methods have been used. Researchers who have used artificial 

neural networks in combination with other tools have achieved more accurate results. With the idea 

of using hybrid methods, we present our proposed algorithm for better predictions. 

Table 1. Atmospheric weather forecasting modeling - An overview 

Authors and publication year Method(s) Aims 
Mazurkiewicz et al.,2019 ANN’s Predicting air parameters. 

Praveen and Sharma, 2020 ARIMA Studing climate diversity and predicting its future. 

Jain, 2003 ANN’s 
Predicting the temperature in the southern district 

of Georgia. 

Rehman and Mohandes, 2008 ANN’s 
Determining the solar radiation of Abha city of 

Saudi Arabia. 

Şenkal and Kuleli, 2009 ANN’s Predicting solar radiation in Turkey. 

Chen and Hu, 2019 
ANN’s and regression 

models 
Weather forecasting. 

Nezhad et al., 2019 ANN’s Predicting maximal temperature. 

Lazzús et al., 2020 
ANN’s and Meteorological 

Time Series data 
Predicting temperature. 

Sobhani and Zengir, 2020 ANN’s 
drought modeling and forecasting has been done in 

the southern part of Iran 

Asghari et al., 2008 ANN’s Predicting precipitation in Tabriz plain 

Yahya and Seker, 2019 ANN’s approaches predicted future climate changes 

Azad et al., 2020 
ANFIS, GA, PSO, ACOR, 

DE 
Predicting  air temperature 

Li et al., 2020  

Linear regression analysis 

and decision tree-based 

methods 

Predicting drought conditions in Northeast China 
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   Earlier research has determined that artificial neural networks are quite accurate in most cases. 
Therefore, considering the accuracy of these models and their increasing expansion in predicting and 

estimating parameters, as well as climate change and global warming in recent decades, one of the 

essential matters in predicting time series using neural networks is determining the structure of the 

model and input variables that have been less noticed in literature. In this study, the forecast of the 
monthly time series of atmosphere temperature by using a combined intelligent model is considered. 

The advanced hybrid model has two parts. In the first part, time-series data preprocessing is done. The 

application of a genetic algorithm-based feature selection method is considered as a proper solution for 
choosing input features to predict the time series of atmosphere temperature, which has been neglected 

in other researches. As it is mentioned in many studies, due to the existing non-linearity in climatic 

physics, artificial neural networks are potent tools for accurate weather forecasting (Gill et al., 2010). 
Since the efficiency of ANNs are highly dependent on their inputs, they can be further empowered by 

being combined with a well-designed genetic algorithm whose job is to determine the input variables 

of the model(Venkadesh et al., 2013). In this way, the hybridization of GA and ANNs produces more 

satisfactory results than employing ANN alone. The use of a multilayer perceptron neural network 
model as a nonlinear function to predict the time series is further considered. 

2- Data and methodology 
   The first step in directing this study is to collect sufficient information about temperature parameters. 

The range of the statistical period is a quite significant factor in statistical studies. Forecasting models 

take into account mainly regional-scale parameters for forecasting, often over long periods of time 
(Hewage et al., 2020). In this research, the monthly temperature data of the synoptic stations of Tabriz 

and Kermanshah within the statistical period of 1980-2010 have been used. These data have been 

extracted from the website of the Meteorological Organization of the country. Kermanshah synoptic 
station is settled in the geographical position of 47 ˚ 09' longitude and 34 ˚ 21' latitude and at an 

altitude of 1319 meters above sea level. Plus, Tabriz synoptic station is settled in the geographical 

position of 46 ˚ 17' longitude and 38 ˚ 05' latitude and at an altitude of 1361 meters above sea level. 

The problem of predicting a time series refers to a method in which the future condition of a feature 
is predicted based on the data of its current and past behavior. This article provides a two-step 

approach to develop an intelligent model for predicting the region's monthly atmosphere temperature 

series. The formation of the autoregressive model was used where the forecasting is made using the 

function 𝑓 (unlike the classical model of the autoregressive, which has a linear structure, it uses the 

multilayered perceptron neural network, which has a nonlinear structure) as follows. 

 

𝑓: (𝑇𝑡−1, 𝑇𝑡−2 , … , 𝑇𝑝) → 𝑇𝑡   (1) 

𝑇𝑡  is the temperature of the air in month t and 𝑇𝑡−𝑗 is the temperature in j months before, which is 

known as the time series delay. Also, P is the order of the autoregressive time series, which defines the 

number of time series delays for use as the input variable, and many methods have been proposed to 
settle it (Shahrabi et al., 2013). In this paper, a GA-based feature selection method was used to specify 

the autoregressive structure and input features to forecast the atmosphere temperature. Data 

normalization within range of [-1,1] has been considered before applying the multilayer perceptron 

neural network model to increase the accuracy of the model. 

 

2-1- Feature selection based on genetic algorithm 

   Feature selection is the matter of choosing a subset of input variables that have more predictive 

power for an output variable. Using this subset, the lowest estimate error is achieved. Several studies 

have confirmed that Feature selection can increase the generalizability of the model, and only part of 

the features present enough data to predict. If the feature is irrelevant to the objective feature of the 
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problem, the modeling of the objective feature cannot be altered: that is, the features are redundant. 
Feature selection methods have two parts. In the first part, using efficient search algorithms, subsets of 

the set of input features of the problem are created. In the next section, using a precise metric, the idea 

of the suitability of the mentioned subset should be weighed regarding its predictive power (Jain and 

Zongker, 1997). Feature selection methods as part of the data preprocessing can be split into two 

general categories: 

1- Wrapper methods: These methods employ a search algorithm and use the original model that is 

meant for forecasting to assess the created subsets. Although these methods have a high degree of 

precision in picking the appropriate feature, they have a pretty high computational expense owing to 

the use of the original model. 

2- Filter methods: These methods utilize innovative metrics to estimate the subsets formed by the 

search algorithm. Hence, the original model is not used in the evaluation part. Filter methods have a 

much lower computational cost than wrapper ones. 

   In this paper, the well-known Hall filter method is employed to select the structure of the air 

temperature time series model wherein genetic algorithm is embodied as the search filter. This 
algorithm is one of the most extensively used metaheuristic methods that can intelligently search the 

space of possible subsets of the set of main features that are the time series delays of atmosphere 

temperature. The genetic algorithm employs chromosomes with binary coding that have genes equal to 

the main input features; each chromosome representing a subset of the features. If the 𝑗 − 𝑡ℎ gene on 

the chromosome is 0, the 𝑗 − 𝑡ℎ feature is not in the subset, and if it is 1, the above input feature is in 

the subset (Liu and Setiono, 1996). 

   The evaluation metrics section further adopts an innovative approach aimed at selecting a subset of 
input features. First, the correlation between those features must be minimal (so the redundant 

information will be minimal). Second, their correlation with the target variable should be the highest 

(indicating high predictive power). To this end, we consider the 𝑟̅𝑐𝑓 index as the mean pair correlation 

of the input features in a subset with the target feature and the 𝑟̅𝑓𝑓  index as the mean couple 

correlation of the input features in the subset. Also, the evaluation metric of the 𝑗 subset generated by 

the 𝑗 chromosome is represented as 𝑀𝑒𝑟𝑖𝑡𝑗 and define it as: 

𝑀𝑒𝑟𝑖𝑡𝑖 =  
𝑁 × 𝑟̅𝑐𝑓

√𝑁 + +𝑁(𝑁 − 1)𝑟̅𝑓𝑓

 (2) 

   Accordingly, we consider the chromosomal evaluation function in the genetic algorithm as the 

equation (2). The goal is to achieve a subset of time series delays with the highest 𝑀𝑒𝑟𝑖𝑡 function. The 

feature selection algorithm is presented in Figure 1. 
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Fig 1. The algorithm provided for choosing the input features of the atmosphere temperature forecasting model 

 

2-2- Multi-layered perceptron neural network 

   One of the most prevalent types of neural networks used in the domain of forecasting is the multi-

layered perceptron (MLP) network, which is usually taught through the Error back-propagation 

algorithm. This network, which is one of the feed forward networks associated with training with 
supervisors and holds several layers and no memory, is extensively used in classifying patterns, 

approximating functions, and therefore estimating. Multilayer perceptron networks are highly able to 

secure multivariate nonlinear functions. These networks are proper for issues that are affected by 
several various parameters in a complex and unknown manner. Figure (2) displays the network 

structure. 
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Fig 2. Common architecture of multi-layered neural networks 

    

   One method to adjust (update) the neural network communication weights is to minimize the Sum of 

Squares Error (SSE) objective function in the training process. That is, we renew the weights such that 
the difference between the system output and the actual value is minimized. Considering that the 

maximum reduction of a function is counterclockwise, it suffices to move in the negative direction of 

the SSE gradient vector. Provided that the obtained value for the 𝑗 − 𝑡ℎ observation (out of n) is 

named𝑌̂𝑗 , and the actual value is named𝑦𝑗, the SSE function is as equation (3). Figure 3 demonstrates 

the network training algorithm. 

𝑆𝑆𝐸 = ∑ (𝑦𝑗 − 𝑌̂𝑗)2 𝑛
𝑖=1   (3) 
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Fig 3. Artificial neural network algorithm 

3- Results and discussion 
   In this section, the daily atmosphere temperature data of Kermanshah and Tabriz were obtained to 
assess the proposed model. For each data set, 80% (188) of the samples were appointed as training 

data. The remaining 20% (72) of the samples, on the other hand, were utilized as test data to 

investigate the accuracy of the model. A good fitting model is one where the difference between the 
actual values and predicted values for the selected model is small and unbiased for train, validation and 

test data sets. In this article, we have considered𝑅𝑀𝑆𝐸,  𝑀𝐴𝐸 and 𝑅2as evaluative criteria among the 

various evaluation metrics that existed. Most researches in this field, such as (Azad et al., 2020, Lazzús 

et al., 2020, Qasem et al., 2019, Stajkowski et al., 2020) have used the same metrics in their 
evaluation. 

   The most commonly used metric for regression tasks is RMSE (root-mean-square error). This is 

defined as the square root of the average squared distance between the actual score and the predicted 
score: 

𝑅𝑀𝑆𝐸 =  √
1

𝑁
∑(𝑦𝑖 − 𝑝𝑖)

2

𝑁

𝑖=1

 (4) 

   Mean Absolute Error is the measure of the difference between the two continuous variables. We 

know that an error basically is the absolute difference between the actual values and the values that 
are predicted. Then, the average of all errors for each sample in a data set is considered as output. 

Equation (5) expresses this metric: 
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𝑀𝐴𝐸 =
1

𝑁
∑|𝑦𝑖 − 𝑝𝑖|

𝑁

𝑖=1

 (5) 

   R²  is also known as the coefficient of determination. This metric gives an indication of how good a 

model fits a given dataset. R² is always between 0 and 1 or between 0% to 100%. A value close to 1 

for R² means a good fit, where 0 indicates that this model doesn't fit the given data and 1 indicates that 
the model fits perfectly to the dataset provided. R² is expressed as follows: 

 

𝑅2 = 1 − 
∑ (𝑝𝑖 − 𝑦̅)𝑖

∑ (𝑦𝑖 − 𝑦̅)2
𝑖

 (6) 

 In the above relations, 𝑦𝑖 is the actual value of the time series and 𝑝𝑖 is the predicted value of month 𝑖. 
Also, 𝑦̅ is the average of the time series for 𝑁 test data. Figures 4 and 5 represent the temperature trend 
of Tabriz and Kermanshah stations. 

 

 

Fig 4. Time series diagram of the monthly temperature of Tabriz Synoptic Station 

 

 

Fig 5. Time series diagram of the monthly temperature of Kermanshah synoptic 

Step 1: Pre-processing of the time series data 

   At this stage, in the first step, the method of choosing the input features to predict the time series of 

atmosphere temperature was conducted using the feature selection model based on the genetic 

algorithm. We considered the set of input variables as 12 time-series of atmosphere temperature delays 

and choose the most fitting subset from them as the input variables. Table 2 lists the corresponding 

results. 
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Table 2. Implementation of results the feature selection model based on genetic algorithm for studied 

stations 

Selected subsets for 

Kermanshah time- series 

Selected subsets for 

Tabriz time series 
Value 

Genetic algorithm 

parameters 

Tkermanshah__1                     

Tkermanshah__11                     

Tkermanshah__12 

Ttabriz__1 

Ttabriz__11 

Ttabriz__12 

0.7 Crossover 

0.15 Mutation 

20 #Population 

100 #of Generations 

   As shown in table 2, by performing the proposed model for the time series data of Tabriz and 

Kermanshah atmosphere temperatures, the 1st, 11𝑡ℎ, and 12𝑡ℎ order delays were selected as the input 
variables to the forecasting model. The next stage is to normalize the data within [-1,1] interval for 

neural network modeling. 

Step 2: Forecasting with MLP neural network 

   In this step, MLP single-layer neural network was implemented and trial-and-error approach was 

performed to determine the number of hidden layer neurons. Afterwards, the model with the least error 

was picked out. As a result, it was settled that the appropriate number of neurons is 6 which is shown 

in the network of figure 6. Table 3 further lists the suitable parameters of the implemented neural 

network. 

 

Fig 6. The structure of the MLP neural network employed to predict the time series of Kermanshah 

temperature 

Table 3. Suitable values of neural network parameters 

Parameter Value 

Training 

Learning Rate 0.2 

Minimum Error 1e-10 

# of Epochs 100 

Hidden 

Layer 

# of Neurons 6 

Transformation 

Function 

Hyperbolic 

Tangent  

Output 

Layer 

Transformation 

Function 
Log-Sigmoid 
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   The results of the implementation of the model are shown in figure (7). The figures give the actual 
and predicted values for the test and training data individually. The distribution of data around the first 

quarter bisector confirms the high accuracy of the predictive model. Figure (8) similarly gives the error 

distribution of the training and test data, most of which are nearly 0, indicating the proper performance 

of the model. 

 

Fig 7. Actual and forecasting s values for training and test data 

 

 

Fig 8. Error distribution of training and test data 

   To have a comprehensive model assessment, its performance was compared with several models 

lacking the feature selection method. To this end, the neural network model with the first 3 delays of 

the time series ‘NN (3)’, the model with the first 6 delays of the time series ‘NN (6)’ and the model 
with the first 12 delays of the time series ‘NN (12)’ were implemented for comparison. The results 

are presented in Table 4. For the specified models, evaluative criteria for test data are presented, 

attesting the generalization power of the model. The results showed the higher accuracy of the 
proposed model compared to its competitors. Thus, the significance of the GA-based feature 

selection model in time series forecasting was clearly highlighted. 
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Table 4. Comparison of the suggested model with other ones in terms of test data 

Performanc

e 

criteria 

Proposed model NN(3) NN(6) NN(12) 

Tabri

z 

Kermansha

h 

Tabri

z 

Kermansha

h 

Tabri

z 

Kermansha

h 

Tabri

z 

Kermansha

h 

𝑹𝟐
 

0.96
4 

0.971 0.94 0.953 0.93 0.941 
0.95

1 
0.967 

𝑹𝑴𝑺𝑬 
1.72

2 
1.77 2.05 1.94 1.86 1.82 1.81 1.89 

𝑴𝑨𝑬 
1.39

1 
1.223 1.49 1.54 1.51 1.42 1.43 1.36 

   Finally, the response curve of the neural network model proposed for predicting atmosphere 

temperature in Kermanshah as a function of the first and twelfth-time series delays is presented in 

figure 9. As can be seen, when the temperature is high the day before and 12 days before the current 

day's temperature was also high. The given model response curve can be used to validate the model. 

 

Fig 9. Time series response curve of Kermanshah synoptic station temperature concerning delays of 1st and 

12th order 

 

4- Conclusion 
   Temperature forecasting, which is a non-linear phenomenon that changes with time and location and 

is influenced by various climatic and geographical factors, is of great importance. In this study, to 
predict the average atmosphere temperature of Tabriz and Kermanshah cities, a hybrid intelligent 

model of artificial neural network and genetic algorithm was developed and its performance was 

evaluated using several criteria. It was shown that the proposed model has a remarkable accuracy in its 
predictive power. To have a comprehensive model assessment, its performance was compared with 

several models lacking the feature selection method. To this aim, the neural network model with the 

first 3 delays of the time series ‘NN (3)’, the model with the first 6 delays of the time series ‘NN (6)’ 

and the model with the first 12 delays of the time series ‘NN (12)’ were implemented for comparison. 
The results showed a higher accuracy of the proposed model compared to its rivals. Thus, the 

significance of the GA-based feature selection model in time series forecasting was clearly 

highlighted. 

 

 

 



13 
 

References 
Asghari, M. A., Nourani, V. & Nadiri, A. (2008). Modeling Of Tabriz Plain Rainfall Using Artificial 

Neural Networks. 

Azad, A., Kashi, H., Farzin, S., Singh, V. P., Kisi, O., Karami, H. & Sanikhani, H. (2020). Novel 
Approaches For Air Temperature Prediction: A Comparison Of Four Hybrid Evolutionary Fuzzy Models. 

Meteorological Applications, 27, E1817. 

Bein, T., Karagiannidis, C. & Quintel, M. (2019). Climate Change, Global Warming, And Intensive Care. 

Intensive Care Medicine, 1-3. 

Chen, I.-C. & Hu, S.-C. Realizing Specific Weather Forecast Through Machine Learning Enabled 

Prediction Model.  Proceedings Of The 2019 3rd High Performance Computing And Cluster 

Technologies Conference, (2019). 71-74. 

Danandeh Mehr, A., Sorman, A. U., Kahya, E. & Hesami Afshar, M. (2020). Climate Change Impacts On 

Meteorological Drought Using Spi And Spei: Case Study Of Ankara, Turkey. Hydrological Sciences 

Journal, 65, 254-268. 

Denamiel, C., Pranić, P., Quentin, F., Mihanović, H. & Vilibić, I. (2020). Pseudo-Global Warming 
Projections Of Extreme Wave Storms In Complex Coastal Regions: The Case Of The Adriatic Sea. 

Climate Dynamics, 55, 2483-2509. 

Dev, S., Wen, B., Lee, Y. H. & Winkler, S. (2016). Machine Learning Techniques And Applications For 

Ground-Based Image Analysis. Arxiv Preprint Arxiv:1606.02811. 

Diez-Sierra, J. & Del Jesus, M. (2020). Long-Term Rainfall Prediction Using Atmospheric Synoptic 

Patterns In Semi-Arid Climates With Statistical And Machine Learning Methods. Journal Of Hydrology, 

124789. 

Eskandari, S., Miesel, J. R. & Pourghasemi, H. R. (2020). The Temporal And Spatial Relationships 

Between Climatic Parameters And Fire Occurrence In Northeastern Iran. Ecological Indicators, 118, 

106720. 

Getahun, D. (2020). Predictions Of Climate Change On Agricultural Insect Pests Vis-À-Vis Food Crop 

Productivity: A Critical Review. Ethiopian Journal Of Sciences And Sustainable Development, 7, 18-26. 

Gill, E. J., Singh, E. B. & Singh, E. S. Training Back Propagation Neural Networks With Genetic 
Algorithm For Weather Forecasting.  Ieee 8th International Symposium On Intelligent Systems And 

Informatics, (2010). Ieee, 465-469. 

Hewage, P., Behera, A., Trovati, M., Pereira, E., Ghahremani, M., Palmieri, F. & Liu, Y. (2020). 

Temporal Convolutional Neural (Tcn) Network For An Effective Weather Forecasting Using Time-Series 

Data From The Local Weather Station. Soft Computing, 1-30. 

Hunt, K. M. & Menon, A. (2020). The 2018 Kerala Floods: A Climate Change Perspective. Climate 

Dynamics, 54, 2433-2446. 

Huo, Z., Dai, X., Feng, S., Kang, S. & Huang, G. (2013). Effect Of Climate Change On Reference 

Evapotranspiration And Aridity Index In Arid Region Of China. Journal Of Hydrology, 492, 24-34. 

Inyurt, S. & Sekertekin, A. (2019). Modeling And Predicting Seasonal Ionospheric Variations In Turkey 

Using Artificial Neural Network (Ann). Astrophysics And Space Science, 364, 62. 

Jain, A. (2003). Predicting Air Temperature For Frost Warning Using Artificial Neural Networks. Uga. 



14 
 

Jain, A. & Zongker, D. (1997). Feature Selection: Evaluation, Application, And Small Sample 

Performance. Ieee Transactions On Pattern Analysis And Machine Intelligence, 19, 153-158. 

Javadinejad, S., Dara, R. & Jafary, F. (2020). Climate Change Scenarios And Effects On Snow-Melt 

Runoff. Civil Engineering Journal, 6, 1715-1725. 

Keay, K. & Simmonds, I. (2005). The Association Of Rainfall And Other Weather Variables With Road 

Traffic Volume In Melbourne, Australia. Accident Analysis & Prevention, 37, 109-124. 

Kocharekar, A., Nemade, B. V., Patil, C. G., Sapkale, D. D. & Salunke, S. G. (2019). Weather Prediction 

For Tourism Application Using Arima. Weather, 6. 

Kolstad, C. D. & Moore, F. C. (2020). Estimating The Economic Impacts Of Climate Change Using 

Weather Observations. Review Of Environmental Economics And Policy, 14, 1-24. 

Lazzús, J. A., Vega-Jorquera, P., Salfate, I., Cuturrufo, F. & Palma-Chilla, L. (2020). Variability And 

Forecasting Of Air Temperature In Elqui Valley (Chile). Earth Science Informatics, 1-15. 

Leblanc, A. (2019). Method And System For Combining Localized Weather Forecasting And Itinerary 

Planning. Google Patents. 

Li, L., Song, X., Xia, L., Fu, N., Feng, D., Li, H. & Li, Y. (2020a). Modelling The Effects Of Climate 

Change On Transpiration And Evaporation In Natural And Constructed Grasslands In The Semi-Arid 

Loess Plateau, China. Agriculture, Ecosystems   & Environment, 302, 107077. 

Li, Z., Chen, T., Wu, Q., Xia, G. & Chi, D. (2020b). Application Of Penalized Linear Regression And 

Ensemble Methods For Drought Forecasting In Northeast China. Meteorology And Atmospheric Physics, 

132, 113-130. 

Liu, H. & Setiono, R. A Probabilistic Approach To Feature Selection-A Filter Solution.  Icml, (1996). 

Citeseer, 319-327. 

Mazurkiewicz, J., Walkowiak, T., Sugier, J., Śliwiński, P. & Helt, K. Intelligent Agent For Weather 
Parameters Prediction.  International Conference On Dependability And Complex Systems, (2019). 

Springer, 331-340. 

Nezhad, E. F., Ghalhari, G. F. & Bayatani, F. (2019). Forecasting Maximum Seasonal Temperature Using 

Artificial Neural Networks “Tehran Case Study”. Asia-Pacific Journal Of Atmospheric Sciences, 55 , 145-

153.  

Pita-Díaz, O. & Ortega-Gaucin, D. (2020). Analysis Of Anomalies And Trends Of Climate Change 

Indices In Zacatecas, Mexico. Climate, 8, 55. 

Praveen, B. & Sharma, P. (2020). Climate Variability And Its Impacts On Agriculture Production And 

Future Prediction Using Autoregressive Integrated Moving Average Method (Arima). Journal Of Public 

Affairs, 20, E2016. 

Qasem, S. N., Samadianfard, S., Sadri Nahand, H., Mosavi, A., Shamshirband, S. & Chau, K.-W. (2019). 

Estimating Daily Dew Point Temperature Using Machine Learning Algorithms. Water, 11, 582. 

Rehman, S. & Mohandes, M. (2008). Artificial Neural Network Estimation Of Global Solar Radiation 

Using Air Temperature And Relative Humidity. Energy Policy, 36, 571-576. 

Rosenzweig, M. R. & Udry, C. R. (2019). Assessing The Benefits Of Long-Run Weather Forecasting For 

The Rural Poor: Farmer Investments And Worker Migration In A Dynamic Equilibrium Model. National 

Bureau Of Economic Research. 



15 
 

Sahoo, B., Bhaskaran, P. K. & Pradhan, A. K. (2019). Application Of Weather Forecasting Model Wrf 
For Operational Electric Power Network Management—A Case Study For Phailin Cyclone. Theoretical 

And Applied Climatology, 137, 871-891. 

Şenkal, O. & Kuleli, T. (2009). Estimation Of Solar Radiation Over Turkey Using Artificial Neural 

Network And Satellite Data. Applied Energy, 86, 1222-1228. 

Shabshab, S. C., Lindahl, P. A., Nowocin, J. K., Donnal, J., Blum, D., Norford, L. & Leeb, S. B. (2019). 

Demand Smoothing In Military Microgrids Through Coordinated Direct Load Control. Ieee Transactions 

On Smart Grid, 11, 1917-1927. 

Shahrabi, J., Hadavandi, E. & Asadi, S. (2013). Developing A Hybrid Intelligent Model For Forecasting 

Problems: Case Study Of Tourism Demand Time Series. Knowledge-Based Systems, 43, 112-122. 

Sobhani, B. & Zengir, V. S. (2020). Modeling, Monitoring And Forecasting Of Drought In South And 

Southwestern Iran, Iran. Modeling Earth Systems And Environment, 6, 63-71. 

Stajkowski, S., Kumar, D., Samui, P., Bonakdari, H. & Gharabaghi, B. (2020). Genetic-Algorithm-

Optimized Sequential Model For Water Temperature Prediction. Sustainability, 12, 5374. 

Šváb, P., Korba, P., Albert, M. & Kolesár, J. Information System To Support The Management Of Winter 

Airport Maintenance.  2019 New Trends In Aviation Development (Ntad), (2019). Ieee, 170-173. 

Venkadesh, S., Hoogenboom, G., Potter, W. & Mcclendon, R. (2013). A Genetic Algorithm To Refine 

Input Data Selection For Air Temperature Prediction Using Artificial Neural Networks. Applied Soft 

Computing, 13, 2253-2260. 

Yahya, B. M. & Seker, D. Z. (2019). Designing Weather Forecasting Model Using Computational 

Intelligence Tools. Applied Artificial Intelligence, 33, 137-151. 

Zhou, P., Wang, G. & Duan, R. (2020). Impacts Of Long-Term Climate Change On The Groundwater 

Flow Dynamics In A Regional Groundwater System: Case Modeling Study In Alashan, China. Journal 

Of Hydrology, 590, 125557. 

 


	1- Introduction and literature review
	2- Data and methodology
	2-1- Feature selection based on genetic algorithm
	2-2- Multi-layered perceptron neural network

	3- Results and discussion
	4- Conclusion
	References

